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Motivation
 Deep metric learning methods usually utilize hard negative

mining strategy to better exploit large-scale negative data[1]

 There are two key limitations of only mining observed data:

 The observed hard negatives may not be enough to fully describe 

the distributions of negative samples near the margin

 A large number of easy negative samples are wasted which 

produce gradients close to zero 

Network Architecture

 Take the input with features extracted from CNNs and

generate synthetic hard negatives for deep metric learning

 Employ existing metric learning losses generally

Experiments
 The CUB-200-2011 dataset

 The Cars196 dataset

 The Stanford Online Products dataset
Flowchart

 Utilize the generated hard negatives to train the metric

 Jointly train the generator and the metric adversarially

Objective Function
 Overall

 Hard negative generator

 Jhard: Encourage hard negative sample in the original space

 Jreg: Regularize the generated negative sample not too far away

 Jadv: Make the generator adversarial to the learned metric
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